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ABSTRACT

We present a multiple spells-competing risks model of stopout, dropout,
reenrollment, and graduation behavior. We find that students who experience an initial
stopout are more likely to experience subsequent stopouts (occurrence dependence) and
be less likely to graduate. We also find evidence of the impact of the length of an initial
spell on the probability of subsequent events (lagged duration dependence). We simulate
the impacts of race, family income, and high school performance on student behavior and
show that there are often very large differences between unadjusted rates of student
outcomes and adjusted rates. Differences in student performance often ascribed to race
are shown to be the result of income, age at entry, and high school performance.



Effects of Interrupted Enrollment 1

Introduction

Non-continuous or interrupted enrollment (often known as “stopout” in the higher
education literature) virtually assures that a student will not receive a bachelor’s degree in
four years. In recent years the length of time it takes to complete a bachelor's degree has
garnered considerable interest among educational policy makers, the general public, and
their legislative agents. Although the average time to a bachelor’s degree has long been
more than four years at public institutions, much of the increased interest in time to
degree is due to the change in the distribution of the costs and benefits of higher
education. The burden of paying for college has increasingly fallen on students and their
families, as state appropriations to public institutions have fallen (in relative, and in
recent years, absolute terms) and tuition rates have been increased to make up for funding
shortfalls. A growing differential between the returns to the high school and college
educated also makes increased time to graduation more costly for students as they delay
entry into the work force.

Stopout not only affects time to degree, it may actually inhibit college completion
(Authors, 2002a). To some, the fact that only about one-half of college attendees
eventually graduate is widely perceived as a failure—either a failure of the student, the
institution, or of the entire educational system. Some states have addressed this “failure’
by tying institutional funding to graduation rates (Hebel, 1999). And recently the U.S.
Department of Education has indicated a willingness to create a grant program “that
would reward colleges for retaining students and graduating them on time” (Burd, 2003,
p. A31). Legislators have also commented on this issue. For example, Senator Joseph
Lieberman said, “colleges must do a better job of making sure more students finish the
schooling they start” (Burd, 2002, p. A25). Lieberman also noted that he would like to
see 90 percent of college students earn their degrees within six years.

Even though stopout is related to time to degree and degree attainment, there is a
dearth of research on how non-continuous enrollment, especially multiple episodes of
stopout, affects graduation chances. A National Center for Education Statistics report
notes that “Little has been reported, however, on whether or not students actually do
return and if so, how successful they are in completing their postsecondary education”
(U.S. Department of Education, 1999, p.1). Further, we do not know if stopping out of
college differentially impacts different groups of students. To address this gap in our
knowledge we investigate how race/ethnicity, academic ability, and family income are
related to stopout, and how the occurrence and duration of stopouts affect graduation
from college. For these subgroups we are particularly interested in examining how
observed aggregate or “unadjusted” graduation rates differ from “adjusted” rates. The
former are the rates often produced by institutions and included in reports such as the
Integrated Postsecondary Education Data System’s (IPEDS) Graduation Rate Survey and
the graduation reports produced by the NCAA. Adjusted rates are those produced by
statistical models that control for many of the factors that are related to student departure.
Astin (1993) has argued that “unadjusted” rates are often misleading and that adjusted
rates are often more informative for policy.

b

To investigate the interrelationships among enrollment, interruptions in enrollment,
and graduation we estimate a multiple-spells competing-risks model of student stopout
and graduation that allows us to examine how the occurrence and reoccurrence of a spell
of non-continuous enrollment is related to graduation. Our analytic approach also allows
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us to examine how the duration of a student’s enrollment and stopout episodes affect
their probability of graduating. In the next section we detail the specifics of our
conceptual and empirical approach.

Background on the Analytic Approach

The study of the occurrence and timing of events (event history modeling) is not
new in the social sciences. Event history models are often used in economics to examine
unemployment behavior (Lancaster and Nickell, 1980; Moffitt, 1985; Flinn and
Heckman, 1986; Meyer 1990; McCall, 1996; Choi and Shin, 2002), welfare spells
(Blank, 1989; Fitzgerald, 1991; Fortin, Lacroix, and Drolet, 2002), labor stoppage and
strike duration (Kennan, 1985; Gunderson and Melino, 1990), and the effect of
government training programs (Ridder, 1986; Gritz, 1993; Ham and LaLonde, 1996;
Eberwein, Ham, and LaLonde, 1997). This modeling technique has also been used in
sociology (Rossi, Berk, and Lenihan, 1980), demography (Michael and Tuma, 1985),
medical studies (Crowley and Hu, 1977), and political science (Box-Steffensmeier, 1996)
but only recently has been applied to the study of educational processes (Authors, 1999,
2002a, 2002b; Lofgren and Ohlsson, 1999).

Compared to the cross-sectional designs often used to study student departure,
event history modeling is a longitudinal analytic technique that is particularly well suited
to study the temporal nature of student academic careers. Applying such a technique to
the study of student outcomes is an innovation because cross-sectional designs, as are
often used in education research, assess the substantive process being studied at a single
point in time rather than over time. The technique described below, however, allows us
to assess transitions from one state to the next (e.g., from being enrolled to not enrolled),
and to incorporate variables that capture the changing circumstances of students as they
proceed through their academic careers. It is important to study student academic careers
using longitudinal data and temporal analytic techniques because cross-sectional designs
contain no temporal information and therefore they cannot be used to explain how
changes in independent variables affect changes in the outcome of interest (Coleman,
1981). Cross-sectional designs “are only concerned with how levels of explanatory
variables ‘explain’ an outcome at a specific point in time” (Blossfeld and Rohwer, 1995,
p. 10, emphasis added). There are also other limitations when researchers use cross-
sectional data and static methods to study temporal processes. For instance, it is very
difficult to determine the direction of causality, it is hard to control for non-random
processes, and reciprocal effects are hard to disentangle (see Author, 2003 for more on
these limitations). Although no technique can overcome all of these problems, “cross-
sectional data offer the worst of all opportunities to disentangle the effects of the causal
factors of interest on the outcome from other forces operating at the same time because
these data are the least informative about the process of change” (Blossfeld and Rohwer,
1995, p. 7). Thus, when trying to explain change, longitudinal techniques like event
history modeling are preferred to static, cross-sectional designs. In the next section we
explain how event history modeling can be used to study some of the transitions that
students make after they matriculate to college.
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The Empirical Strategy

The Conceptual Model !

We are interested in studying the transition of students across a set of discrete
states. These states included being enrolled in the institution, interrupting one’s
enrollment in the institution (i.e., stopout), and graduation. We are particularly interested
in the interval of time between entry into and exit from one state to another. In the event
history literature these intervals of time are called episodes, waiting times, durations, or
spells, and these terms are often used interchangeably. Whatever the nomenclature used,
these terms are defined as the length of time spent in a particular state. In this study we
are particularly interested in the time intervals spent enrolled and not enrolled, and how
the duration in these states, and the entry into and exit from these states, affect a student’s
chances of graduating from a large, Research Extensive university (the University of
Minnesota).

Many applications of event history modeling are restricted in that they examine
only a single spell and two states (one origin and one destination state, with the relevant
spell being the interval between these two states). For instance, elsewhere we estimate a
single spell model of student departure and examine the duration to first stopout only
(Authors, 1999). That is, the origin state is defined as “enrolled in the institution in the
fall of a particular year,” the destination state is the “first occurrence of non-enrollment,”
and the spell is the amount of time between the two. Here we relax this restriction and
allow for the movement of students into and out of enrollment and stopout spells; that is,
a multiple spells or repeated events approach. Further, we examine not only how the
occurrence of previous spells is related to subsequent enrollment and stopout spells but
also how the duration of spells affect subsequent spells. A multiple spells approach is an
improvement over single spell studies because the latter do not provide information about
how subsequent stopout spells are related to an initial stopout spell. For instance, students
who experience a stopout may be much more likely to have a subsequent stopout, and
these correlated events may depress students’ chances of eventually graduating from
college.

To investigate the connection between stopout and graduation, we also
simultaneously model the graduation behavior of students using a “competing risks”
approach. The statistical analysis of multiple stopouts (or repeated events) using a
competing risks approach to account for graduation (e.g., stopout and graduation) is
known in the event history literature as a “multiple spells/competing risks” model (see
Lancaster, 1990 or Blossfeld and Rohwer, 1995 for additional information on these
techniques). We know of no other study that has incorporated a multiple spells and
competing risks approach to study student departure from college.

The Empirical Specification

Formally, the standard model to analyze the duration until an event is the (discrete-
time equivalent of the) proportional hazards model (see Cox, 1972; Prentice and
Gloeckler, 1978; Meyer, 1986, 1990; and Han and Hausman, 1990):

At x(2),0)
=P(T=t|T>t-1,x(¢t).0) 1)
=1—exp(—exp(a(r) +x(t)'B)0)
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Many times social science researchers model only the duration until a single event
occurs. For instance, elsewhere (Authors, 1999, 2002b) we estimate the probability of a
first stopout only (a single spell), where P(T =¢|T >t —1,x(¢),0) is the conditional
probability of student i (not indexed for ease of exposition) stopping out in period ¢ given
they have survived until # T is a discrete random variable measuring the number of terms
of enrollment until an event occurs; x(t) represents a vector of possibly time varying
regressors and [ is the (time-constant) coefficients associated with x(t); € is a random
variable of unobserved or unmeasured factors which is assumed to be independent of the
regressors; and the parameter ¢(¢) is a time-varying constant term that indicates the
“baseline hazard” or risk of event occurrence.

The analysis of multiple durations to events of interest adds another dimension
(hence the index k) to the single duration model described above, by allowing the
occurrence and length of previous durations (summarized by the vector h ,;) to affect
subsequent durations. For instance, whether students reenroll (have subsequent stopouts)
is conditional on having had a prior stopout (reenrollment spell) and on the duration of
these spells. This model is defined as:

A (8 [ x(8), he 1. 6:)

:P(Tk:t,|ﬂ2tk_I,X(tk),hkfl,ek) (2)
=1-exp(—exp(a«(t)+x'(z,)B, +h'c-9,)0:)

where 8y is a vector of parameters that measure the impact of past history variables. In
general, a duration may end because of different competing events. For example, an
enrollment duration may end because of a stopout or graduation. Let Y be a variable that
equals j if the spell ends for reason j. Then a multi-spells /competing risks hazard model
is of the form:

/llg(tk |Xk(tk)ahk"=91}/)
:P(T":tkay;‘:j|T"2tk_laxk(tk)ahk—lagkj) 3)

=1 —exp(—exp(ax(t,) + Xk' (% )Bi + h;f—lai )ij)
where B/ and &/ measure the impact of xx(t) and hy; on the risk that the spell ends due

to the jth reason.

The structure of the enrollment and non-enrollment sequences analyzed are
portrayed in Figure 1 below. Enrollment spells can end because of a stopout or
graduation while non-enrollment spells can end only by re-enrollment. That is, all non-
enrollment spells are single-risk duration models (and are represented by equation 2)
while enrollment spells are competing risks models (with two risks and represented by
equation 3). There are three enrollment and three non-enrollment spells estimated
simultaneously. In the statistical model, we follow individuals either until graduation,
for 19 terms (the extent of the follow-up period), or up to three enrollment and non-
enrollment spells, whichever occurs first. Estimates are obtained by maximum likelihood
estimation where the population distribution of the unobserved heterogeneity variables

0] is assumed to be a mass point distribution with three types, which means the sample
is made up of three distinct subgroups that are alike for all observed characteristics but
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have different probabilities of the relevant event occurrence (e.g., stopout, return, or
graduation, depending on which model is being run) based on unobserved factors.

The empirical approach detailed above allows us to estimate three types of state
dependence: occurrence dependence, duration dependence, and lagged duration
dependence (Heckman and Borjas, 1980; Choi and Shin, 2002). Occurrence dependence
is related to whether the number of past spells has an effect on subsequent stopouts.
Duration dependence occurs when the elapsed time spent in a current spell affects the
conditional probability that the spell will end before the next period. Lagged duration
dependence is present when the length of previous spells has an effect on the conditional
probability that a subsequent spell ends. For example, Corak (1993) found that an
increase in the duration of a past insured unemployment spell had a significantly positive
impact on the duration of the current insured unemployment spell.

[FIGURE 1 ABOUT HERE]

Descriptive Results

Data Sources and Descriptive Statistics of the Sample

The effective sample consists of 12,648 students who entered the University of
Minnesota as first-time freshman in the fall terms of 1984, 1986, and 1991. These
students were observed for more than six years (19 trimesters; six years plus one fall
term). The data set was compiled by extracting information from a number of
institutional databases, including admissions information, financial aid records, and
student course taking and performance data. Minnesota Data Privacy Law precluded
tracking students who left the University of Minnesota but enrolled at other institutions.
Thus, our estimates of institutional dropout and graduation may respectively overestimate
and underestimate the global rates. It is now possible to track such students through the
National Student Clearing House but it was not possible when these cohorts were
enrolled.

Tables 1 and 2 provide descriptive information about the three entering cohorts
that comprise our sample. The cohort sizes differ because of enrollment policy
decisions at the study institution. In the mid 1980’s enrollments were increasing, but
by the early 1990’s the institution had decided to reduce undergraduate enrollments
and to focus more on other policy objectives (e.g., diversity and the quality of the
entering freshman classes). As a consequence, the 1991 cohort was only two-thirds
the size of the earlier cohorts and was 80% white rather than about 90% white.
Noteworthy is the near doubling (in percentage terms) of Asian American students
from 1986 to 1991. One of the reasons for this increase is the coming of college age
of the large contingent of Asian immigrant children who resided in St. Paul. The
number of American Indian, Hispanic, and international students enrolled was very
small in the period studied and these groups are combined in the regression analysis
reported below.

[TABLE 1 ABOUT HERE]

Over the years studied, the institution attempted to improve student quality, and
we observe that the average high school rank percentile increased from 68 in 1984 to
about 73 in 1991. The average ACT composite scores remained relatively constant
over the three cohorts, at nearly 24. Compared to 1984, the average first-term grade
point average dipped in 1986 but rose to about 2.8 by 1991 (see Table 2).
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There appears to have been a shift in the family income profiles of students over
the three cohorts, with students entering in the 1991 cohort more likely to be from
families with high incomes than the students who entered in either 1984 or 1986.
Low-income is defined as family income less than $30,000 per year, middle-income
is between $30,000 and $49,999, and high-income is income of $50,000 or more
(defined in 1984 constant dollars). In 1984 about 65 (8) percent of entering students
were from middle (high) income families, but by 1991 middle (high) income students
accounted for 51 (19) percent of matriculants. There were also substantial differences
in income by race: slightly more than 60 percent of black and Asian students were
from low income households while only about 20 percent of white students were
from low income households. These changes probably reflect the institutions long
commitment to access for low-income students and its goal to increase quality. To
increase quality, yet maintain a commitment to access for low-income students, the
University appears to have substituted higher-income students for middle-income
students. Regarding a move to increase quality, at least as measured by high school
rank percentile, the average rose from the 68" percentile in 1984 to the 73rd
percentile in 1991, and the variation in this indicator was also reduced.

Financial aid offered (by type of aid) is included because we believe that student
decisions are made on the basis of aid offered to the student, whereas aid awarded
(actually received) is the product of ex post decisions made by the student. Our
contention is that aid offered is closer to the actual (unobserved) variable that affects a
student’s decision whether to accept an aid offer or not, thereby mitigating some of the
self-selection problems that arises when using aid received as a regressor (see Authors
2002a for further discussion).

Because the characteristics of different types of financial aid vary, we expect
that they will have different impacts on student stopout, return, and graduation (see
Authors 2002a). Scholarships and grants do not need to be repaid so we expect them
to have a larger impact than forms of aid that need to be repaid or are exchanged for
labor. A scholarship is merit-based and awarded by the institution and thus may
establish a gift-exchange relationship or bond of reciprocity between the student and
the institution that is not produced by either Federal or state grants. Also, since most
grants are means-tested, students may perceive these forms of aid as an entitlement.

Loans are likely to have the next largest impact, especially if they are
subsidized. Some authors have estimated that subsidized loans have a subsidy value
of one-third to one-half their face value. These estimates may, however,
underestimate the subsidy value perceived by students. A recent study by the State
Public Interest Research Group found that 80 percent of students surveyed
underestimated the cost of their loans (Burd 2001). Kane (1999) has also argued that
it is reasonable to expect an extra dollar of gift aid to be more effective than an extra
dollar of loan aid in getting students to experiment with college. The student
integration model of Tinto (1975) implies that work/study aid might reduce stopout
and increase the chances of graduation because these subsidies tend to integrate the
student into the academic and social life of the university relative to traditional on-
campus or off-campus employment.

Expectations are that students with high scholastic ability would be less likely
to exit before graduation (see Spady, 1970; Astin, 1993). These students may also,
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however, be more likely to receive some types of financial aid (for example,
scholarships or, possibly, employment-related aid). Moreover, ability may affect a
student’s decision to work on campus. Since we want to isolate the effects of different
types of financial aid on student departure decisions, it is important to control for
factors such as student ability that may confound this relationship. We control for this
potential source of omitted ability bias by including the student’s overall score on the
ACT college entrance examination (their “Composite” score) and their high school
rank percentile. To control for performance while in college, a student’s cumulative
grade point average (for each term of enrollment) is also included as a time-varying
covariate. Grades may be an indication of realized academic potential, whereas pre-
matriculation ability variables may simply be measures of potential in college. Using
standardized test scores to correct for omitted ability bias is common in research on
education in general (see Griliches 1977; Kenny, et al. 1979; Willis and Rosen 1979;
Blackburn and Neumark 1991; Grogger and Eide 1995) and in particular when
examining the effects of financial aid on college attendance and completion (Stampen
and Cabrera 1988; Dynarski 1999). A very low grade point average (below 2.00)
could trigger academic dismissal and one might model such a rule by including a
spline with a knot at 2.00 to test for this possibility. However, the exclusion GPA
varies by college and level (freshman,....senior) and there are many exceptions made
to this rule, making it very difficult to accurately model this possibility. For these
reasons, a spline was not included in the model. As noted above, we also include a
control for unobserved and unmeasured factors. Our strategy of including multiple
ability measures and a control for unobserved factors should reduce the likelihood
that our financial aid effects are confounded by omitted ability bias.

Other independent variables included in the statistical models discussed below
were chosen based on theoretical and institution-specific policy considerations. These
include gender, age at enrollment, initial home location, the number of transfer credits
a student has upon matriculation, the college the student enrolled in, and whether the
student is from the Twin Cities metropolitan area, out-state Minnesota, a neighboring
state, other states, or a foreign country. Minnesota and the neighboring states (and the
province of Manitoba) have a long-standing bilateral tuition reciprocity agreement.
Essentially, students from neighboring states receive a tuition discount compared to
the typical non-resident tuition. All else equal, the “Reciprocity” variable should
capture the impact of price discounting for non-resident students.”

[TABLE 2 ABOUT HERE]

A Descriptive Profile of Stopout, Return, Dropout, and Graduation

It is useful to discuss the descriptive statistics of student behavior because they
are commonly used by administrators in policy discussions if not always in policy
decisions. Descriptive statistics are also invariably emphasized by legislators and the
media. Thus, it is informative to see if any differences exist between the descriptive
statistics and the regression estimates and simulation results. If they differ, then
policy errors can be made by relying solely on simple descriptive statistics.

Using stopout as an indicator of a student’s propensity to disengage from the
institution, which is a precursor to eventual dropout, seems reasonable given the
relationship between stopout, reenrollment, dropout, and graduation (shown in Figure
1). For instance, of the effective sample (N=12,648) 71 percent (N=9,029) had a spell

7
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of non-continuous enrollment (a “first stopout) sometime during the seven-year
window of observation (summer sessions are not included in the determination of
enrollment/non-enrollment). Of first stopouts, 53 percent (N=4,791) did not return to
the institution within seven years (dubbed “Dropouts™). Of the 47 percent (N=4,238)
of first stopouts who did reenroll (“First Returners™), 70 percent had a second stopout
spell (N=2,968). About 43 percent of second stopouts returned (N=1,286) to the
institution, but 832 (65 percent) of them had a third stopout episode, and 43 percent
of third stopouts returned yet a third time (N=335).

The enrollment flow detailed in Figure 1 also demonstrates that students who
stop out are less likely to graduate than students who remain continuously enrolled.
Of the 4,490 total graduates (35 percent of all matriculants; which in the mid 1980's
was the second lowest graduation rate in the Big Ten), 76 percent (N=3,415)
proceeded to graduation without having a single stopout during their academic career.
Figure 1 also provides an indication of the dangers of stopping out: about twelve
percent (11.9%) of students who stop out at least once graduate, 7.7 percent of those
who stop out at least twice graduate, and about 4.6 percent of those who stop out
three times graduate.

[FIGURE 2 ABOUT HERE]

Figure 2 provides information about the average duration of the enrollment and
non-enrollment (stopout) spells of students. The mean duration of the first enrollment
spell for all matriculants is about 9.1 terms (just over three academic years). If we remove
students who proceed to graduation without stopping out, the average initial enrollment
spell drops to about 7 terms. The average duration of the first stopout spell is about 7.2
terms, but students who do not come back to the institution (“dropouts”) within the
observation period are included in this statistic. When we remove dropouts, the average
spell length is reduced to 2.6 terms. Students who matriculate to the institution, leave
temporarily, and then return, have average second enrollment spells of a little over one
academic year (3.6 terms). If these students stop out for a second time, they tend to
remain stopped out for nearly five (4.8) terms. Third enrollment and stopout spells are
shorter than second enrollment and second stopout episodes.

Students from different racial and ethnic groups have different propensities to stop
out, reenroll, drop out, and graduate (Figure 3). African American students were more
likely than their Asian American or white counterparts to stop out and less likely to return
after a first or second stopout episode. African Americans also have much lower (higher)
graduation (dropout) rates than their white or Asian American colleagues. The actual
dropout rate for African American students is about 55 percent, whereas whites and
Asians have dropout rates almost 20 points lower. Graduation rates for African
Americans are about 14 percent, whereas white and Asian students have graduation rates
about 2.5 times higher.

[FIGURE 3 ABOUT HERE]

Students from different family income groups also exhibit different propensities to
stop out, reenroll, drop out, and graduate, but there does not appear to be as much
variability as there was among racial and ethnic groups (Figure 4). Low-income students
have first stopout rates about 9 (2) percent higher than their high (middle) income
colleagues. Low income students are 8 percentage points less likely to return after a first
stopout, and about 6 points more likely to have a second stopout than are their higher
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income counterparts. Fully 40 percent of low-income students drop out, whereas middle
and high-income students have dropout rates of 38 and 35 percent, respectively. The
overall graduation rate for low-income students is 31 percent, for middle-income students
it is 36 percent, and for high-income students it is 41 percent. About 78 percent of high
income graduates did so without stopping out, while the similar figure for their middle
and low-income counterparts is about 75 percent.

[FIGURE 4 ABOUT HERE]

[FIGURE 5 ABOUT HERE]

Examining stop out, reenroll, drop out, and graduation behavior by high school
performance reveals substantial variability in these outcomes (Figure 5). About a quarter
of students who were in the top high school rank decile dropped out compared to 40
percent and almost 50 percent of students who scored in the 70-79 and 40-49 categories,
respectively. This general pattern holds for stopout spells as well. These findings are
consistent with those of Astin (1993) who found that the least well-prepared students
were far more likely to drop out than the best-prepared students. Only 18 percent of
students with HSR%’s in the 40-49 range graduate, 33 percent of students with ranks in
the 70-79 range, and 59 percent of top decile students receive a bachelor’s degree. Of
those who graduated, over 80 percent of top decile students did so without an enrollment
interruption. In comparison, 66 percent of graduates in the 70-79 (40-49) HSR% range
did so without stopping out.

[FIGURE 6 ABOUT HERE]

The stopout, reenrollment, dropout, and graduation pattern of students by ACT
Composite test scores are similar to those of the HSR% groups discussed above. What is
interesting to note is the high probability of repeated stopouts among students with ACT
scores in the 10-14 group (Figure 6). This group has first stopout probabilities of nearly
0.90, second stopout chances around 80 percent, and third stopout probabilities of 0.86.
Not surprisingly their graduation rate is only 11 percent whereas students in the top ACT
category (30-36) graduate 56 percent of the time. One needs to be cautious about the
results of the 10-14 group because of its relatively small size (451 matriculants). The
reader may also notice that there is a column missing for the “Graduated-Two Stopouts”
category in Figure 6. This is because none of the students who were admitted with ACT
scores in the 10-14 range graduated after having two stopouts.

In summary, the simple descriptives suggest that uninterrupted spells of enrollment
and graduation are positively related to being white, performing well in high school, and
coming from a higher income family.

Factors Related to Stopout Behavior

The multiple spells-competing risks hazard model of equation 3 was used to
estimate the risks of returning to the institution after first, second and third spells of non-
enrollment or stopout (although the model simplifies to equation 2) and the risks of
stopping out and graduating during the first, second, and third enrollment spells. The risk
of return estimates are shown in Table 3 and the risk of stopout and graduation by
enrollment spell estimates are shown in Tables 4 through 6. We do not present estimates
for higher-order enrollment spells because sample sizes get quite small after third
enrollment and return spells, making the estimates less precise.
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It must be remembered that these estimates are conditional and are informative only
in very specific contexts. For example, if one is interested in the relative probability that
an Asian American student returned given that he or she stopped out twice, then this
estimate is to be found in Table 3 [coefficient is 0.333 which converts to a relative risk of
exp (.333)=1.39]. However, this is not equivalent to the relative probability that an Asian
American student experienced two stopouts and returned. This involves the effects of
race on first stopout and return, second stopout and return, and graduation. Similarly,
older students are less likely to return after a first stopout than are younger students
(relative risk is 0.97). However, to see the impact of age on stopout and return we would
have to take into account the effect of age on the probability of first stopout (Table 4
relative risk 1.08) and the probability of return from a first stopout. Simulation is needed
to answer such unconditional questions. Thus the reader interested in conditional results
can consult Tables 3 through 6 to find the conditional result of specific interest.

The Risks of Returning After the First Stopout

Nonetheless, some conditional estimates are of interest because they often come up
in debates about how well colleges are performing. One such estimate is the probability
of returning after a first stopout and so we will briefly discuss these results. The results in
Table 3 indicate that increased chances of returning after an initial stopout spell are
related to higher ACT score and GPA and coming from a middle- or high-income family.
For each one-point increase in the ACT Composite score, the risks of returning increase
by 2.1 percent. Every full-grade increase in GPA increases the chance of return by about
25 percent.

[TABLE 3 ABOUT HERE]

No statistically significant differences were found by gender or race, although the
simple descriptive statistics indicated large racial differences. What is notable is that
none of the measures of financial aid that a student was receiving at the time of stopout
significantly affected a student’s probability of returning after an initial stopout. One
might conjecture on why this is the case. Maybe students who had financial aid prior to
stopping out have no expectation of receiving financial aid upon re-entry to the
institution, thus aid has no effect on students’ reenrollment probabilities.

With regard to lagged duration dependence, conditional on stopping out once, the
risks of reenrolling increase the longer a student’s initial enrollment spell. That is,
students who had longer first spells of enrollment are more likely to return after a first
stopout than students who had shorter initial enrollment spells. To put a magnitude on
this, each additional term that a student is enrolled during their first enrollment spell
increases the probability of returning after a first stopout by 3.3 percent. For each three-
term (full academic year) increase in the initial enrollment spell, one’s chances of
returning after a first stopout are about 10.4 percent higher [exp (0.033*3)-1*100].

Competing Risks Estimates for Stopout and Graduation

Tables 4 through 6 present the competing risk estimates from our multiple spells,
competing risks model. The competing risks framework allows us to account for the
(possible) correlation between stopout and graduation that arises due to a correlation
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between the unobserved /unmeasured factors related to stopout and graduation. Models
that fail to control for this possible dependence may provide biased and misleading
results.

First Enrollment Spell

Since administrators and policy makers are concerned with what happens to
students after enrollment we will briefly discuss factors related to stopout and graduation
in the first enrollment spells. It is what happens in this spell that largely determines the
ultimate success or failure of students. Older students, females, students who entered with
transfer credits, students with higher ACT scores, and students enrolled in General
College all have increased probabilities of stopping out, after controlling for other factors.
Students with high academic performance in high school, Asian American students, those
enrolled in the Institute of Technology, and middle- and upper-income students all have
lower risks of having a first stopout episode. Every form of aid included in the model
reduces the likelihood of first stopout. For instance, each $1,000 increase in loans, merit
aid, grant aid, and work/study support lowers the risks of having a first stopout by 26.2,
34.3,21.9, and 17.8 percent. For each one-grade increase in a student’s cumulative GPA,
the stopout rate during the first enrollment spell decreases by over 77 percent.

[TABLES 4, 5,6 ABOUT HERE]

Factors found to increase graduation rates during the first enrollment spell are high
school rank percentile, residence outside the Twin Cities metropolitan area, transfer
credits upon matriculation, gender (female), high-income, enrollment in the Institute of
Technology or enrollment on the St. Paul campus (Natural Resources, Agriculture, and
Human Ecology majors), and higher GPA in the first enrollment spell. So we see that
higher grades and higher family income have a powerful “one-two punch” in that they
both substantially lower stopout rates and increase graduation rates.

With the exception of Asian students having lower stopout risks, it is noteworthy
that there are no statistically significant race effects after we control for other factors and
unobservables.

In an earlier study of the 1991 cohort, the Authors (2002a) found that only
work/study had a direct effect on increasing graduation. The only other beneficial effects
of financial aid were found to be related to decreasing stopout. Because stopout and
graduation are negatively correlated, forms of financial aid that decrease stopout can
improve graduation indirectly even if they do not do so directly. In the current study,
using three large cohorts rather than a single cohort, we found that most forms of
financial aid decreased stopout probabilities and were also negatively related to
graduation in each enrollment spell. These results seem to be counter-intuitive or
ambiguous. The apparent contradiction can be explained by the following: the competing
risks model is a very complicated non-linear model, where stopout and graduation are
“competing” with each other. It is very difficult to interpret the partial effects when there
are conflicting results like those cited above. One really needs to simulate whether the
stopout or graduation effect “dominates” before one can make unambiguous statements
about the effects of such results.

The importance of simulation is again seen when one looks at the partial effects of
the occurrence and duration of prior events on subsequent events. The results presented
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in Tables 5 and 6 indicate that the longer a student's first stopout spell, the more likely
they are to stop out again (positive coefficients on "Stopout Spell 1 Length"). As one
would expect, the length of time a student remains in their first or second enrollment spell
tends to increase the rate of graduating during the second or third enrollment spell.
Conversely, an increase in the student’s first or second enrollment spell before stopping
out increases the stopout rate during the second or third enrollment spell. These
seemingly incongruent results are explained by the following: in the competing risks
model we really need to simulate which of these two effects dominates. That is, in such a
highly complex model the partial effects are hard to interpret, therefore below we run
simulations to help us better understand these results.

Estimated Differences in Stopout, Return, and Graduation Probabilities Among
Selected Subgroups

The descriptive statistics cited earlier in the paper provide us with a benchmark
from which to evaluate the rates produced when we control for many of the factors
thought to affect stopout, reenrollment, and graduation behavior. As noted above, they
often form the basis of decisions made by policymakers and the media. The multiple
spells-competing risks results discussed in the previous section control for confounding
as well as unobserved factors (for more on controlling for unobserved heterogeneity see
Author, 2003). Below we use the model estimates to explore how stopout, reenrollment,
and graduation rates depend on some important characteristics of students.

Adjusted Rates of Stopout, Return and Graduation

In general, to examine the differences in stopout, return, and graduation
propensities by race, we use the statistical model to compute the various propensities
when the race variables and the other variables are fixed at their actual values.
Specifically, to compute the adjusted race differences between African American and
white students, we first set the race variables equal to those values that represent African
American students, then we use the model estimates to compute the relevant probabilities
of stopout, return, or graduation for each individual in the sample (holding all other
variables constant). In the third step, we then average the probabilities over all students
in the sample. This process gives us an adjusted rate for each of the outcomes of interest.
We repeat the three-step process noted above, but this time we set the race variables to
those values that represent white students. We now have adjusted rates for whites and
African American students and then use equation (4) to calculate the differences in these
adjusted rates for each outcome where D, =1 indicates white students (the baseline in this

case), D, =0 represents African Americans, and X, represents all other regressors
included in the model.

N N
%Zﬁ(outcome |x,,D =1) —%Zﬁ(outcome Ix,,D =0) (4)

i=l i=1

We repeat the above to calculate differences between other race/ethnic categories, and
use the same analytic strategy to compare differences among family income and
academic ability subgroups. Again, since we hold all other variables constant, these
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estimated differences across groups could be interpreted as “adjusted” impacts. This
procedure is similar to that used by Astin (1993) to estimate adjusted retention rates.

Adjusted Rates by Race

The results displayed in Table 7 report the adjusted stopout, return, and graduation
probabilities for the different race groups, holding all other variables constant. We find
that for whites, the first stopout probability is 0.702. For Asian American students it is
0.670 and for African American students the probability of a first stopout is 0.729. These
adjusted probabilities are remarkably similar to the unadjusted first stopout rates (Figure
3) for whites (0.71) and Asians (0.67) but are quite different for African Americans
(0.88). Thus, we see that controlling for other factors related to first stopout reduces the
stopout differences between African Americans students and others because these other
factors, rather than race alone, help to explain the higher stopout probability of African
American students.

The probability of return to the institution after an initial stopout is slightly more
than 0.5 for Asians and slightly less for whites and blacks. Conditional on return to the
institution after an initial interruption in enrollment, the adjusted probability that whites
will stop out for a second time is 0.832 while the probability for Asian and black students
is 0.848. Again the adjusted racial probability differences are less pronounced than the
unadjusted rates displayed in Figure 3.

There is a substantial difference in the adjusted second return probabilities for
Asian Americans compared to white or African American students. Asian students have
conditional probabilities of second return that are about six percentage points higher than
the other groups. Finally, of the very few students who experience a second stopout and
third enrollment spell, their chances of stopping out yet again are very high. Since the
number of students at risk of having a second stopout and subsequent re-enrollment is
quite small for non-whites, one should be cautious when interpreting these findings.

Differences in the adjusted overall probabilities of graduation are quite small and
much smaller than the unadjusted rates shown in Figure 3. Graduation rates for whites are
about three-percentage points higher than those for African Americans and a similar
amount below those of Asian American students.

We have found that most adjusted rates of stopout, return, and graduation by race
are similar whereas unadjusted rates are often quite different. The upshot of this finding
is that other factors correlated with race explain most of the unadjusted race differences
observed in this study. What factors are correlated with race and with student outcomes?
We found that relative to white students, black students are older at enrollment, have
lower ACT scores and high school rank percentiles, have fewer transfer credits, and come
from families with lower incomes. All of these factors are associated with higher dropout
rates and lower graduation rates. To investigate the contribution of differences in family
income we ran a simulation omitting family income. The 2.4 percentage point difference
in graduation rates between blacks and whites increased to 3.6 percentage points. That is,
there is a 50 percent increase in the “race difference” in graduation rates when differences
in family income (which affect graduation) are ignored. Our point here is that differences
ascribed to race are often not determined by race. Policy makers interested in
understanding racial differences in stopout, dropout, and graduation behavior need to
understand the relationship between race and the other factors that affect these outcomes.
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[TABLE 7 ABOUT HERE]
[TABLE 8 ABOUT HERE]

Adjusted Rates by Family Income

The computational method described by equation (4) is used to compute the
adjusted rates by income reported in Table 8. The results indicate that there are income
differences in stopout, reenrollment, and graduation behavior. Even after controlling for
other factors, high-income students have a probability of experiencing an initial
interruption in enrollment that is four percentage points lower than students from middle-
income families and seven percentage points lower than those from low-income families.
These differences are smaller than the unadjusted rate differences, especially for the high
income to middle income contrast. The return rate and graduation rate after return of
high-income students is only slightly higher than that of other students. These small
advantages of high-income students over middle- and low-income students persist in
second and third stopouts.

Again we see evidence of occurrence dependence in that students who return to the
institution after a previous interruption in enrollment have quite high probabilities of
having a subsequent stopout.

High-income students have adjusted (unadjusted) overall graduation rates that are
7.0 (10.2) and 4.1 (5.4) percentage points higher than their low- and middle-income
classmates (respectively). The entire difference in adjusted overall graduation rates is
explained by differences in graduation without stopping out. Again we see the
importance of controlling for factors related to graduation as they often help to explain
some of the observed (but unadjusted) differences in student outcomes.

[TABLE 9 ABOUT HERE]

Differences in Stopout, Return, and Graduation by High School Performance
and ACT Score

Ceteris paribus, students with higher high school rank percentiles have lower initial
stopout probabilities, have higher graduation rates if they stop out once, and are less
likely to stop out a second time after returning from an initial stopout than their lower
achieving counterparts (see Table 9). These differences are far smaller than the
unadjusted differences shown in Figure 5. Again we observe very little difference in
graduation rates of students who stop out once or twice. The adjusted rate findings
suggest that high school rank contributes very little to college outcomes and that it, like
these outcomes, is a result of other factors. Differences between adjusted and unadjusted
rates are particularly large for first stopout (lower), return and graduation (higher) for
those with high school rank 40-49 and for return and graduation probabilities (lower) for
students in rank 90-99.

[TABLE 10 ABOUT HERE]

Table 10 presents the result of the simulations of changes in ACT composite scores.
One might expect that these results would be very similar to the high school rank
percentile results. However, we observe that students who score high on the ACT test
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have higher probabilities of stopping out for a first time, and lower overall graduation
rates than their lower scoring classmates. Specifically, students who have an ACT test of
35 are estimated to have initial stopout rates that are 3.1 percentage points higher than
students with an ACT test score of 30. These estimated differences increase for those
with lower ACT scores. For example, for students with an ACT test score of 10 the
difference in first stopout probabilities increases to 16.9 percentage points. In many
cases, the adjusted rate differences are much smaller than the unadjusted rate differences
shown in Figure 6, and these differences are most pronounced at the extremes of the
distribution. For example, the unadjusted first stopout rate for students with an ACT of
10-14 is 89 percent and an adjusted rate of 60 percent. For those with an ACT of 30-36,
the unadjusted and adjusted rates are at least 20 points different (55 and at least 74
percent, respectively).

We also find what might be considered counterintuitive graduation effects. When
we compare students with an ACT of 35 vs. 30, the former are predicted to have overall
graduation probabilities that are 2.3 percentage points lower than the latter. When the
comparison is between those within ACT score of 35 vs. 10, the estimated difference is
12.9 percentage points, indicating that high scoring students have lower predicted
probabilities of graduating than very low scoring students. The unadjusted and adjusted
graduation rates are also quite different, especially at the extremes. For those with an
ACT of 10-14, their unadjusted graduation rate is 11 percent and their adjusted rate 44
percent. For students with an ACT of 30-36, the respective rates are 56 and 34 percent.

What is a possible explanation for these counterintuitive results? First, keep in
mind that we are only analyzing graduation from a particular institution, not whether a
student ultimately attains a college degree. Our results suggest that, all else equal, high
scoring students are less likely to graduate from the University of Minnesota. This may
occur because, other things equal, high scoring ACT students may have higher transfer
rates than their lower scoring classmates because the former have more academic options
than the latter. There is some evidence (DesJardins and Pontiff, 1999) that some students
who leave the institution after achieving upper division status (in their junior year) are re-
enrolling in local private colleges. It may be that during the period under study, high
scoring ACT students were more likely to take their first two or three years of college at
the relatively less expensive University of Minnesota-Twin Cities campus, and then
transfer to a private college (for example, Macalester College or Carleton College) from
which they would obtain their degree.

Potential Limitations

This study is limited in several ways. First, since the research was conducted on a
single institution, results may apply only to the study institution or be generalizable
only to similar institutions (large public research universities). Second, the likelihood
of self-selection in financial aid and student employment makes it difficult to
determine whether the typical student receiving an offer of financial aid or
work/study employment has risks different from students who do not “take-up” this
type of financial assistance. We use aid offered to mitigate some of this self-selection
and our method is certainly an improvement over using financial aid awarded. If we
knew whether a student applied for aid, a selection correction could be attempted. At
the time of data collection, however, no information was available on aid applicants



Effects of Interrupted Enrollment

at the study institution. As noted above, our inclusion of a number of controls for
ability and performance and controls for unobserved heterogeneity should at least
partly address these concerns. Third, not being able to track students outside the
institution means that when we speak of “dropout” we are referring to institutional
dropout, not dropout from the system of higher education in general.

A further limitation is that we have not allowed the effects of financial aid (the
betas) to vary over the course of students’ enrollment spells although we did allow the
value of financial aid (the X's) to vary. We will relax this restriction in future work so
that we can carry out policy simulations to test whether different aid packages can be
used to increase time in enrollment spells, especially the initial enrollment spell that
we see is so important to success in college. We will also be able to test whether aid
can be packaged in ways that reduce the chances that students experience stopout
spells and whether changing aid distribution can help to shorten stopout spells, which
increases the probabilities of returning to college, a prerequisite to graduation.
Hopefully this line of inquiry will be instructive to our colleagues and helpful to
policy makers as we try to improve our understanding of the factors related to the
complex process of student departure from a particular college

Conclusions

This line of research has a great deal of promise to help us improve our
understanding of the process of student departure from college. Methodologically,
using a multiple spells-competing risks framework that allows for unobservable
determinants of events to be correlated is an innovation in helping educational
researchers and policy makers learn more about the temporal dimensions of student
departure. The approach allows the researcher to more completely capture the
complexity of student behavior and gives the researcher and policymaker the ability
to simulate the effect of particular policy variables, such as financial aid, on the full
range of interrelated student behaviors, rather than just focusing on the partial effects
on a single outcome.

16
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Substantively, we demonstrate that students who experience a stopout are more likely
to experience subsequent stopouts (i.e., there is occurrence dependence), and that such a
pattern of enrollment behavior is detrimental to the student’s chances of graduation,
especially in a timely fashion. We also find evidence of lagged duration dependence in
enrollment spells. That is, as the average time in earlier enrollment spells increases, the
more likely students are to graduate. Although this seems intuitive, we are able to put a
magnitude on these probabilities thereby improving our understanding of the relationship
between stopout and graduation. These findings indicate that institutions that are
attempting to increase graduation rates should design policies to reduce stopouts. As we
have shown, at the University of Minnesota (in the years studied) less than twelve percent
of students who stop out eventually graduate from the institution. Initial stopouts,
especially long stopouts, lead to further stopouts. This fact further underlies the need for
effective strategies to reduce stopouts. Recall that the effect of earlier stopouts on later
stopouts is a behavioral effect and not the result of students who are particularly “stopout-
prone”.

We also found that high school rank percentile, often used as a measure of student
quality, has very little impact on student outcomes when other factors are controlled for,
whereas another measure of student quality, ACT score, still has an independent effect.
This may be because once potential and actual ability are controlled for, as measured by
ACT and college grades, little ability/academic quality variation remains for high school
rank percentile to “pick up.” That is, once we control for other ability/academic quality
measures, there is little variation in stopout, reenrollment, and graduation outcomes to be
explained by one’s performance in high school. One would expect, and our research
supports, that more recent measures of academic ability would be more highly related to
the outcomes examined. That is, one’s college grades would seem to be more highly
related to success in college than how one performed in high school or how well one
scored on an entrance examination. In this and other research we have conducted, we
consistently find that one’s performance in college, as measured by one’s grades, is a
very powerful indicator of timely progression toward a degree and eventual degree
attainment.

Following Astin (1993), we have shown that adjusted behavioral rates are often quite
different from the more commonly quoted unadjusted rates, and that the former are
therefore a better guide when making policy decisions. For example, we found that race
differences in stopout, return, and graduation are quite small, ceteris paribus. It is not
race, per se, that explains large observed racial differences in student outcomes, rather it
is other factors (e.g., lower family income) that are correlated with race. Thus, race-
based policies to decrease dropout and increase graduation could be more effective if
they are based on research that controls for confounding factors, rather than using racial
identification as a surrogate for these factors.
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Effects of Interrupted Enrollment

Figure 1

Enrollment Flowchart
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Effects of Interrupted Enrollment 38

! For introductory treatments of event history modeling see Allison, 1984 or Yamaguichi, 1991. For an
explanation of the conceptual theory and an application using higher education content see DesJardins,
2003.

? For the rationale for the inclusion of these regressors see Authors, 1999.



